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An evaluation of fire-plume properties simulated
with the Fire Dynamics Simulator (FDS) and the
Clark coupled wildfire model

Ruiyu Sun, Mary Ann Jenkins, Steven K. Krueger, William Mell, and
Joseph J. Charney

Abstract: Before using a fluid dynamics physically based wildfire model to study wildfire, validation is necessary and
model results need to be systematically and objectively analyzed and compared to real fires, which requires suitable data
sets. Observational data from the Meteotron experiment are used to evaluate the fire-plume properties simulated by two
fluid dynamics numerical wildfire models, the Fire Dynamics Simulator (FDS) and the Clark coupled atmosphere–fire
model. Comparisons based on classical plume theory between numerical model and experimental Meteotron results
show that plume theory, because of its simplifying assumptions, is a fair but restricted rendition of important plume-
averaged properties. The study indicates that the FDS, an explicit and computationally demanding model, produces good
agreement with the Meteotron results even at a relatively coarse horizontal grid size of 4 m for the FDS, while the coupled
atmosphere–fire model, a less explicit and less computationally demanding model, can produce good agreement, but that
the agreement is sensitive to surface vertical-grid sizes and the method by which the energy released from the fire is put
into the atmosphere.

Résumé :Avant d’utiliser un modèle de feu de forêt basé sur la dynamique des fluides pour étudier les feux de forêt,
il est nécessaire de le valider. Les résultats doivent être systématiquement et objectivement analysés et comparés à de
vrais feux, ce qui exige des ensembles de données appropriées. Les résultats provenant d’une expérience en météotron
sont utilisés pour évaluer les propriétés du panache de feu simulé par deux modèles numériques de feux de forêt basés
sur la dynamique des fluides : le simulateur de la dynamique des feux ou SDF et le modèle de Clark qui relie le feu
et l’atmosphère. Les comparaisons basées sur la théorie classique du panache, entre les résultats du modèle numérique
et les résultats expérimentaux obtenus en météotron, montrent que la théorie du panache, à cause de ses hypothèses
simplistes, constitue une représentation acceptable mais restrictive de la moyenne des propriétés importantes du panache
de feu. L’étude indique que le SDF, un modèle explicite et exigeant en termes de calcul, correspond bien aux résultats
obtenus en météotron même pour un quadrillage horizontal grossier de 4 m pour le SDF, tandis que le modèle qui relie
le feu et l’atmosphère, un modèle moins explicite et moins exigeant en termes de calcul, colle bien à la réalité mais est
sensible aux dimensions du quadrillage de la surface verticale et à la méthode selon laquelle l’énergie émise par le feu est
transférée dans l’atmosphère.

[Traduit par la Rédaction]

1. Introduction

Wildland fire is a natural phenomenon involving complex
chemical and physical processes. The range of length scales for
each process is large, from the submillimeter scale (combus-
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tion process) to the kilometer scale (convection process), and
then to the tens of kilometers or mesoscale (effects of terrain,
shear environments, larger-scale weather systems, etc.,). Baum
(2000) states that fires can be characterized by the nature of
their interaction with the local environment, where the local
environment is defined by the geometry and burning charac-
teristics of the fuel bed, the properties of the ambient close-in
atmosphere, and the local topography. In this study we focus on
the interactions between the fire flame and the fuel (hereafter
referred to as flame–fuel interaction), and between the fire flame
and plume and the ambient atmosphere (hereafter referred to
as flame+plume–atmosphere interaction). The flame–fuel in-
teraction involves gas generation by solid fuel pyrolysis, the
subsequent combustion of the fuel gases, and the resultant heat
flux back to the solid fuel. The flame+plume–atmosphere inter-
action involves the response of the fire flame and plume to the
ambient atmospheric conditions and the response of the atmo-
sphere to the buoyant fire plume. This interaction can alter the
orientation and geometry of the fire flame and plume, influenc-
ing the distribution and intensity of the net heat flux to the solid
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fuel and the burning of the fuel, and consequently changing the
properties of local atmospheric conditions.

It is extremely difficult to study wildland fires by direct ob-
servation. Along with the cost and safety issues, controlled fire
experiments require a great effort to achieve in a natural setting.
For these reasons current computational fluid dynamics models
are important tools for the study of wildfire, especially severe
wildfire.

Because of the wide range of scales involved in a wildland
fire, it is not possible to develop models that include all scales.
Therefore, depending on the modeler’s interests, each fire model
concentrates on modeling wildfire behavior within a certain
scale range. According to Mell et al. (2006), there are four ba-
sic types of models depending on whether the flame–fuel and
(or) flame+fuel-plume–atmosphere interactions are involved,
(i) operational models that do not explicitly include the two
interactions; (ii) models that mainly involve the flame+plume–
atmosphere interaction; (iii) models that mainly involve the
flame–fuel interaction; and (iv) models that include both in-
teractions to a greater or lesser degree.

Operational models, such as FARSITE (Finney 1998), are
built on semiempirical formulas (Rothermel 1972). This type
of model has low computational requirements and is aimed at
providing field officers with real-time forecasts of the fire spread
rate and intensity of wildland fires. Because operational models
do not account directly for the flame–fuel and (or) flame+fuel-
plume–atmosphere interactions, the information these models
provide is generally of limited accuracy. Despite the fact that
they are prone to errors, the speed and simplicity of these models
make them useful.

The Clark coupled atmosphere–fire model (Clark et al. 1996;
hereafter referred to as the Clark coupled model) is an exam-
ple of a wildfire model that emphasizes the interaction between
the fire plume and the atmosphere. The model is designed to
simulate wildland fires over scales where a typical computa-
tional grid size of tens of meters is too coarse to resolve phys-
ical processes in the combustion zone. Evolving model winds
from the lowest levels of the atmospheric fluid dynamics model
are passed to an empirically or semiempirically based opera-
tional fire-spread-rate formulation (e.g., Hirsch 1996; Rother-
mel 1972) which is used to advance the fireline (Clark et al.
2004). The Clark model is three-dimensional, nonhydrostatic,
mesoscale numerical weather prediction model based on the
Navier–Stokes momentum, thermodynamics, and conservation
of mass equations. It includes multilevel grid nesting, and ver-
tically stretched and terrain-following coordinates that allow
near-surface resolution in the vicinity of the fire and of flow
in complex terrain. Moist processes are also represented with
prognostic equations for water vapor and different water species
(i.e., cloud condensate, rainwater). The bulk warm rain parame-
terization scheme of Kessler (1969) is used in the model. Read-
ers are referred to Clark et al. (1996) for a complete model
description and a list of references on the numerical framework
on which the model equations are based. Smagorinsky (1963)
parameterization is used to control subgrid-scale diffusion. Be-
cause the thermal degradation of the solid fuel is not modeled
directly and combustion is parameterized, computational re-
sources are devoted to resolving atmospheric physics.

Models that involve mainly the flame–fuel interaction are
called “multiphase” models by most authors using this ap-
proach. This type of model was first presented by Larini et al.

(1998) and subsequently used by others (Porterie et al. 2000;
Morvan and Dupuy 2001; Morvan et al. 2002a, 2002b; Zhou
and Pereira 2000) to study flame spread through forest fuels.
These models are the most physically complete models for
flame–fuel interaction, but do not include the complete plume–
atmosphere interaction.

Examples of a wildfire-modeling approach similar to the
multiphase models that involve both interactions are the Fire
Dynamic Simulator (FDS) and FIRETEC. FIRETEC was de-
signed at the LosAlamos National Laboratory (Linn 1997; Linn
et al. 2002; Linn and Cunningham 2005) and built to analyze
complex wildfire behavior that the current operational empiri-
cally based wildfire models could not represent. The FDS was
designed at the National Institute of Standards and Technol-
ogy (NIST) and was originally built to analyze industrial-scale
fires. Mell et al. (2006) has extended the FDS to simulate out-
door fires in vegetative fuels. In these models the pyrolysis of
fuels and gas-phase combustion are implemented in a numerical
solution of the Navier–Stokes equations, appropriate for low-
speed, thermally driven flow, with an emphasis on smoke and
heat transport from fires. Computational resources are devoted
to resolving fire combustion and the close-in fire–atmosphere
flow over the fire. The WFDS is still defined by the historical
FDS framework that is of interest in fire research: a single, rela-
tively small, fire domain where the induced motions are nearly
isobaric processes in an initially unstratified environment, with
no terrain. The WFDS cannot represent the local weather within
which wildfires burn. The future utility of the WFDS lies in the
ability to depict fine-scale features such as the burning of iso-
lated individual trees or the downwind transport of firebrands
and smoke. Readers are referred to Mell et al. (2006) for a
complete description and overview of the WFDS modeling ap-
proach. Smagorinsky (1963) parameterization is used to control
subgrid-scale diffusion.

Pertinent to this study is that both the FDS and the Clark
model are based on a so-called “anelastic” approximation, a
term that needs to be clarified in the context of combustion-
induced convection.

The anelastic approximation as applied to the Clark atmo-
spheric model follows the approach of Ogura and Phillips (1962).
In this set of model equations, the Ogura and Phillips anelastic
approximation results when relative fluctuations in the ther-
modynamic variables are negligible (i.e., departure from their
reference distribution is fractionally small), when the timescale
of the motions is similar to that of gravity waves, and when
the aspect ratio of the motions (i.e., the depth of the motions
compared with the horizontal length scale) is not too large. If
the timescale of the motions is similar to that of gravity waves,
the time derivative of density can be safely neglected. The fi-
nal equations (when linearized) contain only oscillations with
frequencies less than the Brunt–Väisälä frequency, effectively
filtering out higher frequency acoustic waves. If the depth of
the motions is much less than the pressure scale height for an
isothermal reference state and if the motions are strongly influ-
enced by buoyancy forces, then the Ogura and Phillips anelastic
set of equations can be further simplified to obtain the Boussi-
nesq equations (Batchelor 1953).

The accuracy of the anelastic approximation by Ogura and
Phillips (1962) depends on the magnitude of the excursions of
the thermodynamic variables from the reference values. The
approximation can be safely applied to the simulation of cumu-
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lus clouds and large boundary-layer eddies. In these situations,
the departure of thermodynamic variables from the reference
state is fractionally small (i.e., ∼1/300 for temperature). How-
ever, there is no guarantee that the solutions obtained with the
anelastic system will be consistent with the assumptions made
in their derivation; as this study shows, it is possible to obtain
solutions with the Ogura and Phillips anelastic system in which
the departures of the thermodynamic variables from the refer-
ence state are not fractionally small. In a fire plume, the relative
fluctuations in the thermodynamic variables are still fractional
(i.e., ∼50/300 for temperature), but larger than those in cumulus
clouds or boundary-layer eddies.

As a consequence of the various approximations made, the
Ogura and Phillips anelastic and Boussinesq sets of equations
have intrinsic errors on the order of a few percent for most at-
mospheric motions. The anelastic set of equations in the Clark
model cannot model fire convection without losing some vor-
ticity production. The constant pressure field that is the result
of the Ogura and Phillips anelastic approximation has the ef-
fect of excluding the solenoidal term in the pressure-gradient
force. But as demonstrated by Clark et al. (1996), it is possible
to restore, postanalysis, model baroclinic vorticity. Clark et al.
(1996) were also asked to consider the exclusion of baroclinic
vorticity. Based on an investigation of a situation of strongly
misaligned horizontal gradients of pressure and buoyancy, they
were able to show that the forcing in fire-generated convective
flow is dominated by the usual Ogura and Phillips anelastic
baroclinic terms.

Classical plume theory (Morton et al. 1956) is also used to
investigate fire-plume behavior. The plume properties that re-
sult from classical plume theory follow similarity theory, which
is derived from the Boussinesq approximation. As the results
of this study show, plume theory is reasonably successful in
predicting global properties of the fire plume; the mean prop-
erties of the simulated buoyant plume are consistent with the
self-similar vertical profiles of plume integrated buoyancy flux
and vertical velocity described by Morton et al. (1956). So, de-
spite their limitations, the Ogura and Phillips anelastic and the
Boussinesq sets of equations have useful properties, and have
been successfully employed in many studies of the evolution of
convective thermals.

The anelastic approximation as applied to the FDS follows
the approach of Rehm and Baum (1978). The equations of mo-
tion solved in the FDS are a low Mach-number approximation
to the full Navier–Stokes equations. In obtaining these approx-
imate equations, it is assumed only that the buoyancy-induced
flow velocities are small compared with the speed of sound in
the air. Therefore, large temperature (and density) variations
are permitted, while sound waves, which result from the elastic
properties of the air, are eliminated or “filtered out”. Such a gas
may be described as “thermally expandable” because the den-
sity can change owing to thermal fluctuations, but not change
owing to pressure changes. These equations are very different
than those in the Ogura and Phillips anelastic approximation,
where sound waves are eliminated assuming approximately adi-
abatic conditions locally. Xin (2005) shows clearly that steep
temperature gradients and the baroclinic torque are captured
realistically by the FDS equations.

Though capable of accounting for almost all the variables that
exist in wildfire prediction, the computational fluid dynamics
models, such as a coupled atmosphere–wildfire model and the

WFDS, are not yet suitable for faster than real time applica-
tions on today’s computers. When run at the spatial scale of
∼1 m necessary to resolve FDS fire combustion and smoke,
and the spacial scale fine enough to resolve the fine features
of the coupled Clark model’s fire–atmosphere interactions, the
computational demands of the these models are presently too
great to provide real-time forecasts of wildfire and fire spread
in a landscape setting. Coen (2005) suggests that the Clark cou-
pled model can be configured to run in faster than real time at
coarse resolutions. But the coupled Clark model has yet to be
validated for the faster than real time applications. The FDS
and the Clark coupled models can be used to improve our com-
prehension of wildfire and the accuracy of operational wildfire
models to forecast actual fire spread and behavior. Before apply-
ing these wildfire simulation models to these problems, model
evaluation is necessary. We need to compare model results to
real fires.

Proper model evaluation requires an appropriate set of field
observations, taken under well-documented and controlled con-
ditions, and carefully analyzed for fire behavior. However, a
major difficulty in developing realistic fire behavior and fire-
spread models is a lack of comprehensive field data for val-
idation. Clements et al. (2005) discuss the few observational
data sets that are available. The Meteotron Experiment (Benech
1976) was one of the first studies to specifically investigate the
meteorology during a fire, and was designed to provide data for
the theoretical study of a stationary, nonspreading, convective
fire plume. In the Meteotron fire experiment, Benech (1976)
presented the results of measurements in and around convec-
tive plumes initiated in the atmosphere from the ground by
an exceptionally powerful artificial heat source. The Benech
(1976) study focused on idealized fire-plume dynamics that do
not necessarily completely represent wildfire–atmospheric in-
teractions. Nonetheless, this is a valuable data set for model
validation.

Our objective is model validation, and the purpose of this
report therefore is to use the results from the Meteotron fire to
examine how well the FDS and Clark model depict low-level
structure–properties of this type of fire plume. A fire plume
represents how the major portion of the energy from the fire’s
combustion process is put into the atmosphere and the result-
ing buoyancy distribution. Once we demonstrate here how ac-
curately the FDS and the Clark coupled model simulate the
properties and behavior of a stationary, nonspreading plume,
we can begin to use WFDS, a physically based multiphase fire
model, to improve the fire parameterizations for spreading fires
utilized by wildfire coupled models and the forecast accuracy
of operational models like FARSITE.

The paper is organized as follows. The Meteotron experi-
ment and data are outlined in the next section. Sections 3 and
4 describe the numerical experimental setups and the methods
of analysis of the simulation results. Comparisons between the
Meteotron and the simulated results are presented in section 5.
A summary and discussion of the findings are given in section 6,
and the paper is concluded in section 7.

2. The Meteotron experiment

From 1971 to 1973 Benech (1976) conducted 11 atmospheric
fire-plume experiments during the Meteotron fire experiment.
The heat source consisted of 97 oil burners arranged into a
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hexagonal area of about 4000 m2 (radius 36 m). The exper-
iments generally lasted 5–10 min and in most of the experi-
ments, the total theoretical thermal power was about 600 MW
(0.15 MW·m−2). Measurements were taken using a radiosonde–
radiowind system, kite balloons, photogrammetry from four
observing stations, a ground network of temperature and wind
velocity sensors, and an aircraft. The plume’s geometrical pa-
rameters, including radius (accuracy estimated at 10%) and ver-
tical velocity at the visible boundary of the plume, delimited
by thick black smoke, were determined by a photogrammetric
method (Saporte 1966). Temperature and vertical velocity mea-
surements were made directly in the plume with a radiosonde
system using a kite balloon. Below 600 m, plume-averaged ver-
tical velocity data were obtained with photogrammetry and the
radio-sounding kite balloon, while at higher altitudes these data
were obtained only with photogrammetry of the rising plume
edge.

Benech (1976) claimed that the following plume properties
remained practically identical below the first 600 m of elevation
for all experimental fires: plume-averaged radius at a given al-
titude; plume vertical velocities at a given altitude; vertical flux
(m3·s−1) at a given altitude, deduced from the former data; and
temperature difference (hereafter referred to as temperature ex-
cess) between the inside and the outside of the plume at a given
altitude.

The following plume-averaged measurements at 10 m above
ground level (AGL) were made, (i) a temperature excess of
50 ◦C between the inside and the outside of the plume; and (ii)
a vertical component of the plume velocity of 3 m·s−1.

In the following sections, the FDS and Clark coupled model
simulations are compared with the Meteotron mean plume ra-
dius, vertical velocity, mass flux, and temperature excess (tem-
perature difference between the plume-averaged temperature
and environment-averaged temperature) taken from Figs. 5–8,
respectively, in Benech (1976), and the mean plume buoyancy
flux constructed with these data.

3. Numerical experimental setup

A single FDS simulation and two Clark coupled model sim-
ulations were completed, and results from the simulations are
compared with each other and with the observational data from
the Meteotron fire experiment.

The version of FDS used in this study was described by Mc-
Grattan and Forney (2004) and Mell et al. (2006). The FDS
domain was 400 m (x) × 400 m (y) × 600 m (z) and covered
by a grid mesh of 100 (x) × 100 (y) × 100 (z). The FDS is de-
signed to run with a grid size small enough to resolve the large
flames in a fire. For the Meteotron plume, the burners covered
an area of ∼75 m across. The 4 m grid size gives the more
than 10 grid points that are needed to resolve the flame-scale
features. The vertical grid was stretched and the vertical grid
size was about 3 m near ground level. The model atmosphere
was isothermal, with an ambient temperature of 30.85 ◦C. As
discussed in the Introduction, the FDS was originally built to
analyze industrial-scale fires, where the model fire domain is
small and an initially isothermal environment is the default.
This study focuses on the lower portion of the fire plume, be-
low the first 300 m of elevation, where the temperature excesses
in the plume are significantly (∼50 ◦C) large compared to the

environment. The impact of the default isothermal, as opposed
to a neutral, lapse rate on fire-induced convection over such a
shallow surface layer is therefore relatively small. A uniform
wind of 3 m·s−1 and constant with height blew into the do-
main from the west (in the positive x direction). To match the
size and total heat release rate of the Meteotron fires (4000 m2,
600 MW), a square fire of 63.25 m × 63.25 m was set. The heat
release rate per unit area was used to specify the heat release
rate of 150 kW·m−2 and the simulation lasted 700 s.

The version of the Clark coupled model used in this study
is described by Clark et al. (1996) and Clark et al. (2004). The
two simulations by the Clark coupled model, denoted as Clarka
and Clarkb, were initiated in an environment of neutral stability
with a surface temperature of 30.85 ◦C and pressure of 100 kPa.
The observed plume properties were averaged from 11 Me-
teotron experiments and below 600 m above ground level, the
averaged atmospheric lapse rate from these experiments was
roughly neutral. The background wind was uniform at 3 m·s−1

from the west and constant with height. The x and y horizontal
grid interval was 25 m. The vertical grid was stretched and the
vertical grid size was about 10 m near the ground. Two domains
were used in the simulations, an inner domain 1.2 km × 1.2 km
in area nested in an outer domain 6.45 km × 6.45 km in area.
Simulations used 86 vertical levels in the inner domain and the
inner domain extended to an altitude of 6.2 km. A sensible heat
flux of 160 kW·m−2 was assigned to six surface-level grids in
the inner domain so that the total surface heat release rate came
to 600 MW as in the Meteotron experiment. The six surface
grids made the total burning area in the Clark coupled model
3750 m2, which given the 25 m horizontal grid size was as
close as possible to the total burning area of the Meteotron fire
(4000 m2). Fire combustion was represented by the surface sen-
sible heat flux, and an assumption was made that roughly 30% of
the total heat released by the model fires was lost by radiation to
the surroundings (Koseki and Mulholland 1991; about the same
amount of total energy is lost in the FDS simulation). Only the
heat remaining after the loss of radiation is exchanged directly
with the atmosphere. The Clark coupled model is designed to
run with a grid size that resolves the fire convection, while the
fire spread model represents the averaged effects of the subgrid
flame-scale features (i.e., combustion, radiation, ignition, and
turbulence). Simulations lasted 1 h.

Clark et al. (1996) used a simple extinction approach to treat
the fire–atmosphere heat exchange to avoid excessive local heat-
ing of the atmosphere when the entire sensible heat released
from the fire was deposited in a column above the fire. In
this early work it was not possible to test whether this sim-
ple extinction-depth approach was realistic or even necessary.
Therefore, in this study, the sensible heat flux of the fire was
put into the Clark coupled model atmosphere in two different
ways. In simulation Clarka, the surface sensible heat was verti-
cally distributed in the atmosphere over an e-folding distance or
extinction depth of 50 m. In simulation Clarkb, all the surface
sensible heat was put into the first vertical layer in the inner
domain.

4. Method of analysis

Time – mean plume-averaged vertical velocity, temperature
excess, effective plume radius, plume mass flux, and buoyancy
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Fig. 1. The x–z cross section of a FDS smoke photo and soot
density contours along the domain centerline.

flux were calculated for each simulation. Time mean values
were the averages of instantaneous plume properties after the
plumes were fully developed (at approximately 200 s into the
simulations). The Clark plumes were considered fully devel-
oped when the buoyancy field reached a quasi-steady state. The
FDS plume was considered fully developed when the smoke
plume reached a quasi-steady state. Accurate calculations of
plume-averaged properties are dependent on an accurate deter-
mination of the edge of the plume. Benech (1976) used “thick
black smoke” and a photogrammetric method (Saporte 1966),
with an estimated accuracy of 10%, for plume edge determina-
tion in the Meteotron experiment. Using the plume soot den-
sity provided by the FDS simulation, photos of smoke, as in
Fig. 1, were generated based on a version of Beer’s law used
by Smokeview, the software visualization tool for FDS (Forney
and McGrattan 2004). These photos were overlaid on a cross
section of soot density along the centerline of the fire domain
(y = 0).A soot density of 0.5 mg·m−3 was selected to delineate
the plume edge and effective radius. Locations with a soot den-
sity >0.5 mg·m−3 were considered to be inside in the plume.
This choice of plume edge criterion (hereafter referred to as
soot plume) was supported by radial profiles of soot density at
different height levels. Figure 2 shows how, at 600 s into the
FDS simulation, soot density varies along the center line of the
domain in the x direction and along the line through the point
with the maximum soot density in the y direction. At lower lev-
els (below 300 m), the area with a soot density >0.5 mg·m−3

covered almost all the plume. For this reason, the results pre-
sented in this study focus on the lower portion of the fire plume.

The soot plume cannot be used to determine plume proper-
ties in the Clark coupled model simulations. The Clark et al.
(1996) coupled model does not simulate smoke and soot (the

Fig. 2. FDS radial profiles at different height levels and 600 s
into the simulation of (a) soot density along the domain centerline
in the x direction and (b) through the point of maximum soot
density in the y direction. Horizontal line denotes the soot density
of 0.5 mg·m−3 selected to delineate the plume edge.
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version of the model described by Clark et al. (2003) does sim-
ulate smoke, but was not available for this study), and therefore
no direct comparison can be made between fire plumes in the
Clark coupled model simulations and the Meteotron experi-
ment. However comparisons can be made between the FDS
and Clark coupled model plumes when each model’s plume-
averaged properties depend on a consistent determination of the
plume’s edge. It was assumed that the radial profile of vertical
velocity w in the plume has a normal distribution (McCaffrey
1983), and the portion of each plume with

[1] w >
wmax

exp(c)

where wmax is the plume’s maximum vertical velocity, was
selected for plume property calculations and comparisons be-
tween the simulations. Hereafter, this method is referred to as
the W plume. Based on Yih (1951), the constant c is given the
value 1.38 in eq. 1.

Computational resources were limited for this study. Only
earlier serial versions of the FDS and Clark coupled models
were workable for this study. Simulations were completed on
a single processor on the University of Utah’s Center for High
Performance Computing (CHPC) Icebox cluster. The cluster
had 303 nodes and 388 processors. The CPU speeds on the
nodes ranged from 350 to 1533 MHz (most node speeds were
about 1000 MHz). Depending on processor speeds, run times
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Fig. 3. Vertical profiles of plume-averaged properties in the
Meteotron experiment (solid line), and the FDS simulation
determined by W (dotted line) and soot (dashed line) criteria.
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were about 10 h for the FDS and 70 h for the Clark coupled
model simulations. Since most nodes had a memory capacity
below 1024 MB, the domain size for each simulation was re-
stricted.

As a result, the horizontal domain sizes were not large enough
to contain model simulations, and the fire plumes went out of
the lateral boundary on the downwind side of the domain before
they reached domain top. The plume started to go out of bounds
at approximately 300 m AGL in the FDS simulation (Fig. 1)
and at approximately 340 m AGL in the Clark coupled model
simulations (not shown). Above these heights, plume-averaged
properties were calculated based on the portions of the plumes
inside of the domains. Consequently, the results presented in
this study focus on the lower portion of the fire plume, below
the first 300 m of elevation.

5. Simulation results

5.1. Comparing Meteotron and FDS plume properties
Figure 3 shows vertical profiles of the Meteotron and soot-

plume andW -plume FDS plume-averaged temperature excesses,
vertical velocities, effective radii, and mass fluxes. Each tem-
perature excess profile is similar in shape, decreasing quickly
with height near the surface. Plume-averaged vertical veloc-
ity w profiles are also similar in shape but different in mag-

nitude. At lower levels, the W plume tends to have a bigger
plume-averaged temperature excess and vertical velocity, and a
smaller plume-averaged radius than either the FDS soot plume
or Meteotron plume. The differences between these profiles are
primarily due to the soot plume including areas of negative and
small values of w, while the W plume does not. Although not
apparent from these profiles, but easily deduced from Fig. 1,
the FDS results show large fluctuations in w due to turbulent
motion (shedding of large eddies by the convection); strong
updrafts coexisted with weak updrafts, sometimes even down-
drafts in the plume, which contributed to the overall smaller
soot-plume-averaged FDS w. Effective radii in the simulated
plumes were determined by calculating plume area in the hor-
izontal and assuming that the plume edge is a perfect circle.
The Meteotron effective R and w were taken from Figs. 5 and
6 in Benech (1976). Figure 3 shows that the FDS W - and soot-
plume radii are slightly different near the ground but similar
aloft (above approximately 200 m). At levels above 100 m, the
effective plume radii determined by the FDS soot and W plumes
are considerably smaller than the plume radius taken from Fig.
5 in Benech (1976).

Figure 3 also shows the vertical profiles of plume mass flux
calculated using

[2] FM = wπR2

where FM is the plume mass flux according to classical ideal-
ized plume theory, and w and R are the plume-averaged vertical
velocity and effective radius, respectively. The differences be-
tween Meteotron and the FDS plume mass flux are due mainly
to the dependence of mass flux on R2. Figure 3d shows that
there is agreement only near the surface (∼100 m) where the
FDS W - and soot- plume radii are almost identical to the Me-
teotron R. At higher levels, the total plume mass flux in FDS is
only about half as large as the Meteotron FM.

The reason for attributing the discrepancies between the ver-
tical profiles of the Meteotron and the FDS plume mass flux to
R2 is seen in Fig. 4, which shows x–y cross sections of the FDS
soot plume at 103 m and 201 m AGL near the end of the sim-
ulation (680 s, arbitrarily picked). The outermost soot contour
is 0.5 mg·m−3, corresponding to the edge of the plume. As in
Fig. 1, the shape of the plume is highly irregular, especially at
the upper 201 m level. Figure 4 shows that if the FDS plume is
viewed from a different angle, the difference in radius can be as
large as one-third of the effective radius. Figure 5a shows how
different plume-averaged effective radii are possible. Figure 5b
shows that when the average value of the x and y direction
bounded radii shown in Fig. 5a and the averaged vertical veloc-
ity in the soot plume are used in the mass flux calculation, the
FDS mass flux is closer to the Meteotron result than calcula-
tions based on the plume edge as a perfect circle. Note that the
plume radius determined by a photogrammetric method in the
Meteotron experiment is, for the same reasons, only an estimate
of the actual plume radius. Furthermore, because the Meteotron
FM was constructed using data from the plots of vertical profiles
of w and R from Benech (1976), there is additional uncertainty
in the calculation of the Meteotron mean plume buoyancy flux.
Good agreement between Meteotron and simulated FDS plume
properties therefore depends on the method and accuracy of the
data analysis.
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Fig. 4. Soot density contours on an x–y cross section of the
plume (a) at 103 m AGL and (b) at 201 m AGL at 680 s in the
FDS simulation.
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5.2. Comparing FDS and Clark coupled model plume
properties

The FDS model is being used here to determine what the
Clark coupled model should produce and the way to make con-
gruous comparisons between the simulated plume properties
from the two models is to average the FDS results to the scale
for which the Clark coupled model is predicting. Data in the
FDS simulation were averaged horizontally and vertically to
24 m and near-ground 10 m grid sizes — as close as pos-
sible to the 25 m horizontal and 10 m vertical grid sizes in
the Clark coupled model simulations — before calculating the
plume properties based on the W plume. Horizontally averaged
FDS grid values will hereafter be refereed to as grid-area aver-
ages, and horizontally and vertically averaged FDS grid values
as grid-volume averages. Unless stated otherwise, all the fol-
lowing comparisons between FDS and Clarka and Clarkb are
based on grid-volume-averaged FDS results.

Figure 6 shows the differences in the plume properties before
and after FDS averaging. Differences are most significant in the
plume-averaged temperature excess and vertical velocity at lev-
els below 300 m, where magnitudes were most reduced by this
averaging. A comparison between Figs. 6 and 3 shows that av-
eraging of FDS data produced, incidentally, upper-level plume
properties of a larger magnitude than the Meteotron results.

Figure 7 shows W -plume vertical profiles of the
plume-averaged temperature excess, w, R, and plume mass
flux FM for the FDS and Clark coupled model simulations.
Compared with FDS, the coarser horizontal and vertical reso-
lutions in the Clark simulations resulted in substantially smaller

Fig. 5. (a) Vertical profiles of the Meteotron R (solid line), the
FDS soot-plume R (dotted line), the FDS R(x) plume radius
(dashed line), and the FDS R(y) plume radius (dashed-dotted
line). (b) Vertical profiles of the Meteotron mass flux (solid line),
the FDS soot-plume mass flux based on R (dotted line), and the
FDS soot-plume mass flux based on R(x) and R(y) radii (dashed
line).
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plume temperature excesses and vertical velocities, especially
below the first ∼50 m of elevation, and especially for Clarka.
In Clarkb, sensible heat from the fire was put into the low-
est vertical layer in the model, and convection resolved by the
Clark model took over to distribute and transport the energy.
In Clarka, the same amount of the energy was distributed ver-
tically, over more than one layer, resulting in a smaller and
unrealistic temperature excess near the ground. Above 50 m
AGL, the plume-averaged temperature excesses in Clarka and
Clarkb became essentially equal.

Figure 7b shows the vertical profiles of w. Although all three
profiles are similar in shape, both Clark coupled simulations
show significantly smaller w values compared to w in the FDS
simulation. Since w in a convectively driven plume is dom-
inated by vertically integrated buoyancy, which is determined
by plume temperature excesses, these differences in profiles are
due to the fact that, in the lower portion of the plume, there was
immediately more buoyancy in the FDS plume grid-scale vol-
ume averages compared with Clarkb, and then compared again
with Clarka.

Figure 7c shows that the W -plume Rs in Clarka and Clarkb
are significantly larger than the corresponding Rs in the FDS
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Fig. 6. Vertical profiles of W plume averaged properties in
the FDS simulation before (solid line) and after (dotted line)
averaging for comparisons between the Clark coupled model
simulations and the FDS simulation.
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Table 1. Plume-averaged temperature excesses and vertical
velocities at 10 m AGL.

Experiment
Temperature
excess (◦C) w (m·s−1)

Meteotron observations 50 3
FDS simulation (soot plume) 23.0 1.4
FDS simulation (W plume) 40.0 2.7
Clarka (W plume) 4.7 0.82
Clarkb (W plume) 19.32 1.4

simulation. Consequently, the plume-averaged mass fluxes in
Clarka and Clarkb, seen in Fig. 7d, are also significantly larger
than those in the FDS simulation and coincidentally, more com-
parable in magnitude and behavior to the Meteotron soot-plume
radius and mass flux shown in Fig. 3.

5.3. Comparing plume properties at 10 m AGL
Plume-averaged temperature excess and vertical velocities at

10 mAGL for the simulations and the Meteotron experiment are
summarized in Table 1. Compared with the Meteotron tempera-
ture excess and vertical velocity, the FDS simulation produced
a smaller soot plume averaged temperature excess of 23 ◦C,
and a smaller w of 1.4 ms−1. It appears that FDS plume aver-

Fig. 7. Vertical profiles of the FDS (solid line), Clarka (dotted
line), and Clarkb (dashed line) W -plume averaged temperature
excesses, vertical velocities, plume radii, and plume mass fluxes.
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ages are sensitive to the soot threshold used in the soot plume,
e.g., when 7.5 mg·m−3 was used instead of 0.5 mg·m−3, w was
closer to 3.0 m·s−1. The Meteotron w was based on an average
of only several measurements inside the plume and is possi-
bly an overestimate. When the W plume is used, both the FDS
plume-averaged temperature and vertical velocity at 10 m AGL
are much closer to the Meteotron results. In the Clark coupled
model simulations, the W plume averaged temperature excess
and w at 10 m AGL are smaller than those in the FDS using the
same W plume after averaging. The plume-averaged tempera-
ture is very much smaller in Clarka, where the sensible heat was
distributed in the atmosphere over the extinction depth of 50 m,
than in Clarkb, where all surface sensible heat was put into the
first 10 m vertical layer. The mean grid-scale heating that re-
sults from an average of the atmospheric temperature (∼300 K)
and the combusting fuel temperature (∼800–1200 K) times the
mean vertical velocity is contingent on the total surface heat
release rate, which limits the heat flux.

5.4. Comparing Meteotron and simulated buoyancy
fluxes

The buoyancy flux for the FDS simulation and the Clark cou-
pled model simulations were analyzed, first within the confines
of classical plume theory and then using a more fundamental
approach based on conservation of energy and mass, where by
combining the conservation of mass and energy model equa-
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Fig. 8. Vertical profiles of the Meteotron experiment (solid line),
Clarka (dotted line), Clarkb (dashed line), and FDS (dotted–
dashed line) W -plume averaged convective buoyancy fluxes based
on eq. 3.
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tions, an expression for conservation of buoyancy flux is pro-
duced (Appendix A).

According to classical plume theory, convective buoyancy
flux FB is determined by

[3] FB = w B πR2

where w, B, and R are the plume–averaged vertical velocity,
buoyancy, and effective radius, respectively. Using this equa-
tion for FB, Fig. 8 shows the vertical profiles of the convective
buoyancy flux for the Meteotron experiment and for the W -
plume fire simulations. With the exception of Clarkb at ∼20–
30 m elevation, the Meteotron FB is considerably larger than
the convective buoyancy flux from the simulations. Again, the
Meteotron results reflect the entire plume radius as defined by
visible smoke boundaries of the observed plumes, while the
vertical profiles of convective buoyancy flux for the simulated
plumes reflect the partial W plume as defined by the effective
radius in classical plume theory. Also, the Meteotron buoyancy
flux profile for FB was deduced from plots of mean plume ra-
dius, vertical velocity, and temperature excess in Benech (1976)
and not based on original observations. The Meteotron B as-
sembled from these data is considered especially vulnerable to
error at levels below 50 m, primarily because of the difficulty
in establishing an accurate temperature excess reading from
Benech (1976). The spike in buoyancy flux near the ground in
Clarkb is a result of depositing the entire sensible heat released
from the fire into the first model layer above the fire. The FDS
convective buoyancy flux profile lies between the Clarka and
Clarkb profiles.

Fig. 9. Vertical profiles of the Meteotron experiment (solid line),
Clarka (dotted line), Clarkb (dashed line), and FDS (dotted–
dashed line) W -plume averaged convective buoyancy fluxes based
on eq. 4.
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More generally, FB can also be determined by

[4] FB(grid)
=

∫
plume

< w >< B > dA

a straightforward spatial averaging of the product of grid values
of vertical velocity and buoyancy, where dA is the horizontal
area of each grid and the total area remains confined by R as
in eq. 3. Figure 9 shows the vertical profiles of the convective
buoyancy flux of the W -plume fire simulations, calculated using
eq. 4 and of the Meteotron experiment FB. Compared with
the model FB values based on eq. 3, eq. 4 produced larger
convective buoyancy fluxes, particularly in the first 50 m AGL,
which are overall more in line with the Meteotron FB. The FDS
convective buoyancy flux profile now lies closer to the Clarkb
profiles for the first 300 m.

The vertical profiles of the model domain area-averaged
FB(grid)

for each simulated plume (not shown) reveal very lit-
tle difference between FB(grid)

profiles based on either soot or
W plume-edge criterion or domain area-averaged values, indi-
cating that the (especially soot) plume-edge criteria were good
plume-determination criteria.

Conservation of buoyancy in the FDS simulation is deter-
mined by

[5]
∫

V

∂B

∂t
dV +

∫
∂V

B vh · n̂ dS +
∫ top

bottom
B w dS

= −
∫

∂V

F · n̂ dS
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where all variables in eq. 5 are defined in the List of symbols.
The terms on the left-hand side of eq. 5 are buoyancy storage,
buoyancy change owing to the horizontal advection, and buoy-
ancy change owing to the convection in the layer, respectively.
The term on the right-hand side is the buoyancy change ow-
ing to subgrid scale (SGS) motion, radiation, and combustion.
Given the boundary conditions, where F = 0 at the top of the
simulation domain, eq. 5 is used to calculate the FDS buoyancy
flux F at different height levels, where the total vertical buoy-
ancy flux is the sum of the convective buoyancy flux and the
vertical buoyancy flux owing to the SGS motion, radiation, and
combustion.

Conservation of buoyancy in the coupled Clark simulations
is determined by

[6]
∫

V

∂B

∂t
dV +

∫
∂V

B vh · n̂ dS +
∫ top

bottom
B w dS

= g

Cp ρ θe

∫
V

∇ · (Cp ρ KH ∇θ) dV

− g

Cp ρ θe

∫
∂V

Cp ρ θe v · n̂ dS

where all variables in eq. 6 are defined in the List of symbols.
The difference between eqs. 5 and 6 lies in the terms on the
right-hand side of these equations. In eq. 6 these terms repre-
sent, respectively, the buoyancy change owing to SGS heat flux
and the environmental heat flux. Because the Clark simulations
were initiated in an environment of neutral stability, the envi-
ronmental heat flux term in eq. 6 is zero. The total buoyancy
change in the layer owing to the resolved and unresolved verti-
cal motion in the Clark coupled model simulations is therefore
the sum of the vertical convection term and the SGS heat flux
term.

FDS profiles of the total vertical buoyancy flux, buoyancy
flux by convection, and vertical buoyancy flux by SGS mo-
tion, radiation and combustion, based on eq. 5, before and after
grid-area averaging, are given in Figs. 10a and 10b, respec-
tively. Total vertical buoyancy flux is essentially constant be-
low 300 m, the height the FDS plume began to move out of the
lateral domain boundary. Below ∼30 m, the convective buoy-
ancy flux increases rapidly with height, while the SGS flux de-
creases rapidly with height. Above 30 m, convective buoyancy
flux dominates to contribute to the total buoyancy flux, while
SGS flux declines, quickly in Fig. 10a and more gradually in
Fig. 10b, to near-zero values.Again, although not apparent from
the profiles in Fig. 10a, there are large fluctuations in FDS con-
vective flux values because of turbulent motion. Consequently,
Figs. 10a and 10b show that the grid-scale convective buoyancy
flux is made smaller and positive, while the SGS convective flux
is made larger and all positive by grid-area averaging.

Profiles of the total vertical buoyancy flux, buoyancy flux by
convection, and the SGS heat flux based on eq. 6 for Clarkb
and Clarka are given in Figs. 10c and 10d, respectively. The
Clarka results (Fig. 10d) are more similar to the grid-area aver-
aged FDS results (Fig. 10b), while the Clarkb results (Fig. 10c)
are more similar to the before grid-area averaged FDS results
(Fig. 10a), in both behavior and magnitude. Note that there is
little discernible difference between any of the profiles of the
total vertical buoyancy flux in Fig. 10.

Fig. 10. Vertical profiles of the total buoyancy flux (solid line),
convective buoyancy flux (dotted line), and flux by SGS motion,
radiation, and combustion (dashed line) in the FDS simulation
(a) before and (b) after grid-area averaging, and in (c) Clarka and
(d) Clarkb.
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The differences between Figs. 10a and 10d are that Clarkb
shows an even more abrupt increase with height in the con-
vective buoyancy flux, and an even more abrupt decrease with
height in the SGS flux in the first 30 m AGL. Above 30 m,
the change with height stops and the convective buoyancy flux
dominates to contribute almost entirely to the total buoyancy
flux, while SGS flux falls to near zero (but all positive) values.

The differences between Figs. 10b and 10c are that Clarka
shows an even more gradual near-surface increase with height
in the convective buoyancy flux, and an even more gradual de-
crease with height in the SGS flux, which eventually stop at
∼100 m AGL not ∼30 m AGL, compared with the Clarkb and
the before grid-area averaged FDS profiles. Above 100 m, the
Clarka SGS flux profile remains positive and nonnegligible,
making a relatively substantial contribution of the total buoy-
ancy flux, while the contribution by the convective buoyancy
flux is diminished compared to the FDS profile in Fig. 10b.

Grid-scale buoyancy is a volume average of buoyancy of the
combusting fluid and the atmosphere, while the fire-induced
buoyancy is confined to the region containing combusting gases.
Since FDS radiative and SGS scale energy transport calcula-
tions are more explicit and more realistically confined to re-
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gions containing combusting gases, it is assumed that the FDS
profiles in Fig. 10 correspond most closely to reality. By com-
parison, it appears that in Clarkb buoyancy was put into too
shallow a surface layer by the SGS heat flux, and that in Clarka
buoyancy was put into too deep a surface layer by the SGS heat
flux.

6. Discussion

The FDS and the Clark coupled atmosphere–fire model, rep-
resenting two types of fluid dynamics wildfire models, are used
to simulate stationary, nonspreading fires in the Meteotron fire
experiment and evaluated based on comparisons between Me-
teotron and simulated model fire-plume properties. Along with
fundamental differences between the two numerical models,
agreement between the Meteotron and simulated plume proper-
ties depended on both experiment and numerical model design
and the method of analysis of Meteotron and numerical model
data. The numerical setups only approximated the environmen-
tal conditions during the Benech (1976) study. For example,
in the FDS simulation the atmosphere was isothermal and in
the Clark coupled model simulations the atmosphere was neu-
trally stable, while background winds in every simulation were
constant in speed, direction, and height. An exact match to the
Meteotron total burning area was not possible. Much of the anal-
ysis of the data and comparison of results depended on classical
plume theory. Agreement between plume-averaged properties
is constricted by a plume theory rendition, given its simplifying
assumptions and idealized boundary conditions. Plume theory
depends on plume-averaged properties based on accurate esti-
mations of plume edge and an effective plume radius. Benech
(1976) rated the accuracy of plume properties to be ±10%. This
study shows that the different methods for determining effec-
tive plume radius affect the analysis. Depending on the method
of analysis, agreement exists between the Meteotron and FDS
soot-plume properties and between the FDS and Clark coupled
model W -plume properties.

Comparisons of the FDS plume-averaged properties with the
Meteotron experiment indicate that, depending on the plume
edge (soot or W ) and the subsequent determination of effective
radii and use of classical plume theory, the plume-averaged tem-
perature excess and vertical velocity showed good agreement
with the Meteotron experiment, while the plume-averaged ef-
fective radius and mass flux showed good agreement depending
on the method of analysis. Comparisons of Clarka and Clarkb
with the FDS W plume averaged properties results indicate that
the plume radius and mass flux in Clarka and Clarkb were sim-
ilar, larger than FDS results. Near-surface temperature excess
and vertical velocity were smaller in Clarka than in Clarkb, and
both were smaller again than FDS results.

The Meteotron results and the FDS simulation demonstrate
that the FDS can provide realistic plume-averaged properties.
The comparisons between the FDS simulation and the Clark
model simulations show that the coarser resolution of the cou-
pled Clark model does reduce the accuracy of plume properties.
Better agreement, especially in the first 10–30 m of elevation,
between the Clark model and the Meteotron and FDS plume-
averaged temperature excess and vertical velocity results was
obtained when all the surface sensible heat was put into the first
vertical layer (10 m elevation) of the coupled Clark model.

Using Meteotron as a benchmark, the Meteotron, FDS, Clarka,
and Clarkb buoyancy flux profiles indicate the following. De-
pending on the method of determination, the FDS and Clarka
buoyancy flux showed similar overall behavior and magnitude,
and fair to good agreement with the Meteotron experiment at
elevations greater than 50 m AGL. As a result of depositing the
entire sensible heat from the fire into the first 10 m AGL of
the model atmosphere, Clarkb showed an abrupt spike in buoy-
ancy flux near ground level, below the 50 m AGL, in partial
agreement with the Meteotron experiment (shown) and before
averaging FDS values (not shown).

Using FDS as a benchmark, the FDS, Clarka, and Clarkb
conservation of buoyancy flux analyses indicate the following.
The buoyancy flux by SGS motion and heating were more ac-
tive close to the flaming zone of a fire, and directly influenced
the vertical transport of energy only at near-surface elevations
(which ranged from ∼30 to 100 m depending on the method of
determination).At near-surface elevations, the convective buoy-
ancy flux increased (very rapidly depending on the method of
determination) with height, while the SGS flux decreased (very
rapidly depending on the method of determination) with height
to near zero. At above near-surface elevations, the convective
buoyancy flux made up almost the entire total vertical buoyancy
flux, which was essentially constant with height.

Based on comparisons of the Clarka and Clarkb to the FDS
and the Meteotron results, there is no clear, unambiguous choice
of whether it is better to deposit the sensible heat released from
the fire over a relatively large extinction depth of 50 m, as in
Clarka, or over a first 10 m vertical layer as in Clarkb. The first
method underestimates important near-surface properties just
above the fire, such as temperature excess and vertical plume
velocity, while the second method produces a too abrupt and
discrete spike in convective buoyancy flux just above the surface
model grid layer.

It seems likely then that a coupled model simulation would
achieve more reasonable plume-averaged properties if a realis-
tic extinction depth is adopted. Although the extinction depth
depends on a number of parameters, such as fire intensity, flame
height, burning fuel, the environment of the fire, etc., it is pos-
sible to roughly estimate what the extinction depth should be
with

[7] I/I0 = e−KL

a form of Beer’s law. Here, I0 and I are the radiation intensities
at a wavelength before and after the extinction occurs, K is the
extinction coefficient, and L is an attenuation length. Assuming
that soot is the most important combustion product controlling
the thermal radiation from the fire flame and hot smoke, then
the extinction coefficient is K = Kmρs, where Km and ρs are
the mass specific extinction coefficient and soot density, respec-
tively. For flaming combustion of wood, Km = 7600 m2·kg−1

(McGrattan and Forney 2004). The averaged soot density below
100 m AGL was approximately 5 mg·m−3 in the FDS simula-
tion. Based on these assumptions, the approximated e-folding
extinction depth is ∼25 m from the flame height, less than the
50 m extinction depth used in part of this study. However, it
should be noted that there is no universal e-folding extinction
depth. The e-folding extinction depth varies depending on the
specific fire situation, and will be bigger in a tree crown fire
than in a grass fire. Measurements during FROSTFIRE crown
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fires suggested the e-folding extinction depth of 50 m (Coen et
al. 2004).

7. Conclusions

The FDS and Clark coupled atmosphere–wildfire models are
evaluated by comparing the predictions of fire plume behavior
with the Meteotron (Benech 1976) observations. The Meteotron
experiment was designed to provide data for the theoretical
study of a stationary, nonspreading, convective fire plume gen-
erated by an artificial heat source, which resulted in a straight-
forward specification of heat release rate. As a consequence,
this study has only a limited number of plume properties to
examine and serves as a relatively simple and appropriate first
step to assessing these models.

The study has demonstrated that comparisons between the
FDS, a physically based multiphase fire model, and Meteotron
plume observations show that the FDS is capable of rendering
realistic plume-averaged temperature and vertical velocity pro-
files in a stationary, nonspreading, almost entirely buoyancy-
driven, convective fire plume. Comparisons between the FDS
and Meteotron plume observations show that good agreement
between the vertical profiles of the Meteotron and the FDS
plume radius and mass flux depends on the method and accuracy
of the plume radius analysis. The study has also demonstrated
that the Clark coupled model, designed to simulate wildland
convection associated with large fire plumes and their environ-
ment, is likewise capable of rendering comparatively realistic
plume-averaged properties, even when fire combustion is rep-
resented simply by a surface sensible heat flux, provided that
the energy released from the fire is distributed vertically into a
layer whose ideal depth is greater than flame height and close
to the extinction depth. Accurate sensible heating amounts and
rates and a stretched grid allowing for finer near-surface grid
resolution, based on an energy extinction depth appropriate to
the fire, are recommended to achieve realistic plume properties
in a coupled model.

According to classical plume theory (Morton et al. 1956), one
of the external parameters determining plume-averaged prop-
erties, such as buoyancy and vertical plume velocity in a con-
vective plume, is the buoyancy flux at the source. If vertical
velocity is known, then vertical mass flux is known and vice
versa. If vertical mass flux is known, then inflow velocity can
be determined. Mass flux, vertical velocity, and inflow velocity
are all related to plume height through atmospheric stability.
Inflow velocity at the surface is connected to fire spread rate,
which is connected to fire combustion and sensible heat flux
at the ground. These concepts based on classical plume theory
contribute to our understanding of fire-plume behavior.

Benech (1976) estimated that the water vapor mixing ratio by
combustion increased by 1.37 g·kg−1 in the Meteotron fire ex-
periment. The resulting increase in the plume’s buoyancy was
less than that owing to a 1 K temperature excess. A possibly
important aspect to model plume dynamics that could not be
evaluated from the Meteotron fire is the role of latent heating
(owing to condensation of water vapor) and the implication for
buoyancy. In a pilot study to measure water vapor, heat, and car-
bon dioxide fluxes within a single prescribed Texas prairie fire,
Clements et al. (2005) indicated that a grass fire can modify the
dynamic environment by adding significant amounts of water

vapor as well as heat into the lower atmosphere, while Pot-
ter (2005) attempted to explain the latent heat implications for
buoyancy. Coupled wildfire–atmospheric models, such as the
Clark coupled model, are capable of examining these aspects
of fire in more detail. This is future work.

The next step is to extend the model validation effort to a
larger set of experiments (e.g., nonstationary, not almost exclu-
sively buoyancy driven, spreading fires) and to a wider range of
fuel types and fuel parameters (e.g., moisture, surface to vol-
ume ratio, packing ratio) to assess both WFDS and coupled
atmosphere–wildfire model capabilities.

Once evaluated, we plan to use these numerical dynamics
wildfire prediction models to develop more realistic parameter-
izations of fire-spread rate and fire intensity for coupled wildfire
models. Numerical models that couple wildfire to the atmo-
sphere recognize that combustion occurs at subgrid scales and
consequently, must be parameterized. A coupled atmosphere–
wildfire model’s ability to accurately predict local, possibly er-
ratic, wind and the interaction of fire and wind makes it a valu-
able tool for studying severe fire behavior or large pyrocumulus
development. The best use of these model types is to improve
our comprehension of wildfire–atmosphere interactions and the
ability of operational models to forecast actual wildfire spread
and behavior under a wide range of conditions.
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List of symbols

A horizontal grid area
B acceleration due to buoyancy (B = g(T − Te)/Te in

FDS; B = g(θ − θe)/θe in the Clark model)
c Yih’s (1951) constant

Cp specific heat at constant pressure
Dl diffusion coefficient of gaseous species l

F buoyancy flux due to subgrid-scale processes, radiation,
and combustion

FM plume mass flux based on classical plume theory
FB convective buoyancy flux based on classical plume

theory
FB(grid) convective buoyancy flux based on model grid data

F buoyancy flux due to subgrid-scale processes, radiation,
and combustion

g acceleration due to gravity
h enthalpy of gas
hl enthalpy of gaseous species l

k thermal conductivity
k̂ unit vertical vector

KH eddy mixing coefficient for heat and moisture
n̂ unit normal vector
p pressure

p0 100 kPa pressure
qr radiation heat flux vector
Rd gas constant for dry air
R effective plume radius
S model level surface
t time

T absolute temperature
Te environmental T

v total wind velocity vector
vh horizontal wind vector
V model layer volume
w vertical wind velocity component
w plume-averaged vertical wind velocity
Yl mass fraction of gaseous species l

ρ total density of gas
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ρ average density of gas over a model layer in simulation
domain

θ potential temperature (θ = T (
p0
p

)Rd/Cp )
θe environmental potential temperature
∇ total gradient vector

Appendix A. Buoyancy equation in the FDS
simulation

The energy conservation and mass conservation equations
are, respectively,

[A1]
∂ρ

∂t
+ ∇ · (ρv) = 0

and

[A2] ρ
Dh

Dt
= Dp

Dt
− ∇ · qr + ∇ · k∇T +

∑
l

∇ · hlρDl∇Yl

where

[A3]
D

Dt
= ∂

∂t
+ v · ∇v

Here h = Cp T is the enthalpy, and Cp is assumed constant.
By replacing T with T − Te, eq. A2 is written as

[A4] ρ
D(Cp(T − Te))

Dt
= Dp

Dt
− ∇ · qr

+ ∇ · k∇T +
∑

l

∇ · hlρDl∇Yl

Equations A4 and A1 are combined to obtain

[A5]
∂(ρCp(T − Te))

∂t
+ ∇ · ρCp(T − Te)v = Dp

Dt

− ∇ · qr + ∇ · k∇T +
∑

l

∇ · hlρDl∇Yl

the flux form of the energy conservation equation. Acceleration
due to buoyancy is defined as B = g T −Te

Te
and when substituted

into eq. A5 gives

[A6]
∂(

CpTe

g
ρB)

∂t
+ ∇ · CpTe

g
ρBv = Dp

Dt
− ∇ · qr

+ ∇ · k∇T +
∑

l

∇ · hlρDl∇Yl

With the use of eq. A1, eq. A6 is written as

[A7]
∂B

∂t
+ ∇ · Bv = g

CpρTe
(−∇ · qr + ∇ · k∇T

+
∑

l

∇ · hlρDl∇Yl)

Equation A7 is the buoyancy equation for the FDS simulations.
By defining the buoyancy flux owing to the subgrid-scale (SGS)
motion, radiation, and combustion process as

[A8] F = g

CpρTe
(qr − k∇T −

∑
l

hlρDl∇Yl)

and substituting into eq.A7 and then integrating over the volume
V of the layer, eq. A7 is written

[A9]
∫

V

∂B

∂t
dV +

∫
V

∇ · Bv dV =
∫

V

−∇ · F dV

Applying the divergence theorem to the second term on the
left and the term on the right side of eq. A9 gives

[A10]
∫

V

∂B

∂t
dV +

∫
∂V

Bvh · n̂ dS

+
∫ top

bottom
Bw dS =

∫
∂V

−F · n̂ dS

where v = vh + wk and vh is the horizontal wind and k is
the vertical unit vector. The respective terms on the left side
of eq. A10 are buoyancy storage in the layer, buoyancy change
owing to horizontal advection, and buoyancy change owing to
vertical convection. The term on the right side of eq. A10 is
the buoyancy change owing to the SGS motion, radiation, and
combustion. For boundary conditions, F = 0 at the top of the
simulation domain, eq. A10 is used to calculate the buoyancy
flux F owing to the SGS motion, radiation, and combustion
process at different height levels. Total vertical buoyancy flux
is the sum of the vertical convective buoyancy flux and the
buoyancy flux owing to the SGS motion, radiation, and the
combustion.

Appendix B. Buoyancy equation in the
Clark model simulations

The energy conservation and mass conservation equations
are, respectively,

[B1] ρ
∂θ

∂t
+ ρv · ∇θ = ∇ · (ρKH∇θ)

and

[B2] ∇ · (ρv) = 0

where ρ is the mean density at a certain height level in the Clark
model domain, KH is the eddy mixing coefficient for heat and
moisture, θ is the potential temperature, and v is the wind vector.
Equations B1 and B2 are combined to form

[B3] Cpρ
∂θ

∂t
+ ∇ · (Cpρvθ) = ∇ · (CpρKH∇θ)

the flux form of the energy conservation equation, where Cp is
assumed constant. Integrating eq. B3 over the volume V of a
model layer and applying the divergence theorem gives

[B4]
∫

V

Cpρ
∂θ

∂t
dV +

∫
∂V

Cpρθv · n̂ dS

=
∫

V

∇ · (CpρKH∇θ) dV
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If it is assumed that the environmental temperature field is not
disturbed by the convection, then ∂θe/∂t = 0. Substituting
θ = (θ − θe) − θe, B = g(θ − θe)/θe and v = vh + w k̂ into
eq. B4 gives

[B5]
∫

V

Cpρθe

g

∂B

∂t
dV +

∫
∂V

Cpρθe

g
Bvh · n̂ dS

+
∫ top

bottom

Cpρθe

g
Bw dS =

∫
V

∇ · (CpρKH∇θ) dV

−
∫

∂V

Cpρθev · n̂ dS

By integrating over a layer of the domain and for constant θe
and ρ in the layer, eq. B5 can be written

[B6]
∫

V

∂B

∂t
dV +

∫
∂V

Bvh · n̂ dS

+ g

Cpρθe

∫ top

bottom

Cpρθe

g
Bw dS

= g

Cpρθe

∫
V

∇ · (CpρKH ∇θ) dV

− g

Cpρθe

∫
∂V

Cpρθev · n̂ dS

The respective terms on the left side of eq. B6 are buoyancy
storage in the layer, buoyancy change owing to horizontal ad-
vection, and buoyancy change owing to vertical convection. The
respective terms on the right side of eq. B6 are the buoyancy
change owing to the SGS heat flux and the buoyancy change
owing to environmental heat flux. In two Clark coupled model
simulations in this study, Clarka and Clarkb, simulation θe is
constant with height and consequently, the contribution of en-
vironmental heat flux to the total vertical buoyancy flux is zero.
The total vertical buoyancy flux is therefore the sum of the verti-
cal convective buoyancy flux, SGS heat flux, and environmental
heat flux.
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